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In this LongTail Research paper, Vineer Bhansali, CIO and Founder of LongTail Alpha, 
discusses the opportunities that “big” data algorithms and machine learning are creating 
for active managers.  He looks at some dominant algorithmic strategies and investment 
frameworks where the human investor can coexist and compete with the machines. 

Summary 

• There have been a number of market events where it is hard to imagine any other actor(s)
than a set of very intelligent machines and algorithms are learning from experience and
quickly reacting to market events while their human counterparts are working to
rationalize the events and the markets' reaction to the events

o When the BREXIT vote occurred in June, 2016, the equity markets initially sold
off quickly but ultimately recovered over the coming days

o The surprise win of Donald Trump in the November, 2016 US Presidential election
resulted in a limit down move in the equity markets, but within a few hours the
markets had made back what they lost and set new highs.

o When North Korea fired a missile over Japan in September, 2017, the market
reaction and response occurred over minutes.

o In January, 2018, the global equity markets rallied 5%-10% over a matter of weeks,
and then in February these same markets fell almost 10% in a matter of days.  This
was accompanied by an almost instantaneous evaporation of liquidity in even the
most historically liquid markets.

• It is easy to look back at these events and rationalize their proximate cause.  But it is
anticipation and positioning that is critical to investment success.  Could have investors
anticipated and positioned for these events?  Is there something fundamentally different
in the way machines and humans think when investing and trading that could be explored
and exploited by human investors?

• Aviation is a field where rapid financial innovation has played a parallel role.  A human
aviator in instrument meteorological conditions but without the requisite instrument
rating has an average survival length of about 3 minutes.  Human physiological
adaptations that normally serve the purpose of maintaining balance can lead us to make
mistakes that are fatal when we cannot see which way is up, i.e. when you are flying in
clouds.  As environmental conditions become less clear forgiving and the need for the
timely correct response becomes more critical, technology becomes essential

• At a typical altitude of 35,000 feet, which is the height most modern jets fly, under a rapid
decompression the pilots will lose consciousness within seconds.  It is for this reason that
at that altitude, pilots are required to fly on auto pilot, which are essentially human
algorithms combining software and mechanical servos.  If the cabin decompresses, the
autopilot is programmed to reduce altitude to a level where the oxygen density is
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higher.  Under such "tail events", the combination of machines and humans working 
together is still the de facto standard in aviation. 

• An important feature in the use of algorithms is the use of systems that quickly and 
automatically under a specific set of environmental conditions.  But the ultimate decision 
making process remains with the pilot 

• Automation is optimal when the outcomes are predictable, but when a unknown event 
occurs, where we do not have much prior data, human decision making is likely to be 
superior to machines. 

• The strength of humans is to evaluate scenarios and outcomes around extremely rare 
events, where statistical data is not sufficient to make a conclusive, testable hypothesis. 

• When the events are in the domain of normal expectations, machines will almost always 
learn to be superior to the human operator.  When the events are somewhat rare but not 
unexpected, the machine may still learn to be superior to the human operator.  When 
events are truly rare and unexpected, and the consequences are significant, as the ones 
experienced during regime shifts, machines lose their edge and a human is almost always, 
ex ante, in a better position to make the correct decision. 

• There are a number of reasons why, in the most recent incarnation, the competition faced 
by humans from machines seems more pressing  

o Programming languages have become sufficiently advanced that they can operate 
at a high level of abstraction and most routine tasks are easily available in 
packages. 

o Data is widely and easily available and most is free  
o Execution costs have come down dramatically, and with the ease of writing 

algorithms and manipulating data, many vendors provide "free" Application 
Programming Interfaces to hook up models to real time execution capabilities 

o Risk management and optimization approaches have become must better 
understood and can be coded into algorithms with relative ease 

o Due to the perception of better financial outcomes, many scientists and engineers 
have taken to investing and trading as their profession of choice 

o There is a resurgence of interest by the "do it yourself" public investor in investing 
due to the low cost of execution and the aversion to paying managers 

• Humans and machines take a different approach to analyzing problems.  Humans like to 
explain and understand why the way things are.  Machines don't care about the way things 
are, they just care about the results as long as the predictions are close to what is realized.   

• From the perspective of a machine, if the accuracy of the prediction improves even due to 
a model without theoretical underpinnings, it is worth adopting the techniques that lead 
to the improvement in the prediction and performance, ignorant of the true rules 
notwithstanding 

• For example, there is no widely accepted theoretical model of why trend following 
investing has shown centuries of favorable performance, an empirical analysis by even 
the most naive machine that follows trend following is likely to reinforce trend following 
behavior 

• Reinforcement learning tells the machine to do more of what it has been doing to succeed 
rather than deviate from what has been working.  Thus machines are more likely to 
amplify trend following behavior and if the market ecology evolves to a state where there 
are more machines than humans at every time scale, then we should expect to see more 
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trending and "fatter and flatter" return distributions than we would expect to see if 
markets were mean reverting 

• The key to machine learning techniques is data, since data is what is required for 
machines to update and improve their response over time.  The more data available, the 
more accurate the machine 

• But this need for data exposes machines weaknesses, which human counterparts can 
exploit.  Data is strength, but the lack of it can be the Achilles heel of machine learning. 

•  There are four main criteria why certain pieces of information are superior to others.  
o Superior information is timelier.  The same information and the same background 

produces the same interpretation and reaction by a machine.  Humans can change 
their interpretation of the same information from period to period 

o Breadth of information is valuable.  If we can find different sources of information 
that confirm or disprove a hypothesis, we are likely to make better judgments.   

o The information has to be deep.   
o The information has to be relevant to the problem you are trying to solve. 

• With massive scale of cheap computing, making simplifying assumptions such as 
continuity, normal distributions, etc. which sacrifice accuracy to obtain speed put human 
investors at a disadvantage. 

• There is reason to believe machines have developed a substantial edge over humans in 
trade execution.  Machines don't fatigue and are more disciplined in executing an 
investment plan. 

• Machines can also be optimized to minimize transaction costs (splitting large orders into 
small orders, waiting patiently around the clock for bid or ask orders, or sourcing liquidity 
from different venues) 

• Good risk management approaches have  
o good qualitative and quantitative underpinnings 
o are forward looking rather than dictionaries of historical statistics 
o allow the user to implement risk management actions in a clear and unambiguous 

way 
• Risk management done properly can be distilled down to simple rules and checklists and 

machines are better and following checklists than humans 
• There are 3 primary investment paradigms being practiced today  

o Investing by experts with expert knowledge (example is global macro).  A macro 
investor collects and gleans all the information about macroeconomic variables, 
politics, positioning, etc. and makes a forecast of market direction in one or 
multiple asset classes.  This approach is based on superior expertise in gaining 
information, converting that superior information into superior forecasts, and 
superior timing.   

o Algorithmic or quant investing (trend following, risk parity, volatility 
targeting).  The patterns of market inefficiency discovered by human investors are 
encapsulated into rules that the investor follows.  This style of investing is 
"supervised" since humans design and update the rules the machines execute.   

o Pure machine learning.  Machines find patterns in market and economic data 
without human intervention.  Machines discover variables of interest in the data 
via a battery of statistical approaches, rather than by humans defining variables of 
interest for them.   
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• In each of these 3 approaches, the "edge" comes from repeatable patterns across the four 
dimensions using better information and data, better analytical processes, and better 
execution and risk management.   

• Where there is little or no data, humans have an advantage over machines.  When markets 
are near regime shifts or inflection points, there is an opportunity for humans to beat 
machines, at least for a while until there is enough data so the machines can learn from 
it.  There is hope, though, since regime shifts are rarely similar in all their details and 
precursors. 

• Where do humans have an advantage over machines:  
o Look for investment opportunities where there is little or no data 
o Look for volatile markets.  The data is noisy, the coefficients on the excluded 

variables are small, the predictors are highly correlated, sample size is small, or the 
range of excluded variables is small.  Humans can withstand uncertainty if they 
can create a coherent narrative out of it.  Machines abhor uncertainty.  The obvious 
risk in this environment is volatile markets bring with them a higher risk of loss 
and exposure to the consequences of tactical errors. 

o Rely on strategy instead of tactics.  In shorter time domains, machines will usually 
excel over humans since the investing "game" is largely tactical.  Tactical trading 
also requires persistence in following rules.  Strategy requires planning and 
humans have the ability to play out high probability or dominant scenarios and 
their preferred reaction to contingencies.  Emphasizing strategy over tactical 
trading requires dilating the time scale of investing.  Instead of competing in a high 
frequency environment, humans compete best in markets where speed is largely 
irrelevant.  At longer time scales, investment is more about harvesting premiums 
rather than capturing bid-offer spreads.  Returns are a compensation for risk 
transfer.  At small time scales, when decisions need to be made rapidly, there is 
usually no time to analyze all logical courses of action and then select one.  When 
there is more time to think, it is possible to be more analytical. 

o Anticipate regime change.  Risk parity, volatility targeting, and trend following are 
all examples of "volatility contingent strategies".  The common element of these 
three strategies is that as volatility rises, the algorithms de-risk and when volatility 
falls, the algorithms increase risk.   
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necessarily reflect the opinions or views of LongTail Alpha, LLC or any of its affiliates 
(collectively, “LongTail Alpha”), or any other associated persons of LongTail Alpha. You 
should not treat any opinion expressed by Dr. Bhansali as investment advice or as a 
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an offer or solicitation with respect to the purchase or sale of any particular security, 
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any specific investment or investment strategy, or any non-investment related content, 
will be profitable or prove successful. Nothing contained herein is intended to predict the 
performance of any investment.   
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Abstract 
 
 


The use of "big" data, algorithms and machine learning is creating significant changes in 


investment management. Contrary to popular belief that the days of humans in investment 


management are numbered, we believe that active managers can not only adapt to these 


paradigm shifts and remain competitive, but under certain conditions even outperform the 


“machines” in select domains. As applications, we look at some dominant algorithmic strategies 


and investment frameworks where the human investor can coexist and compete with the 


machines. 


Keywords: Investments, Algorithms, Volatility, Systematic Strategies, Active 


Management, Machine Learning. 
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In a recent conversation with Harry Markowitz, I asked the founder of modern portfolio 


theory if the time had come for humans to hand over investment management to machines once 


and for all. Given the coverage in the press of “how machines will eat your lunch and make you 


obsolete”, this seemed to be an appropriate question to ask of someone who has seen many a 


cycle of technology boom and bust in the investment industry. Markowitz’s response was that 


we already know the answer to the question – that this is not the first time the news of death of 


humans in the financial markets has been greatly exaggerated. 


But we do have to admit that Machine Learning and Artificial Intelligence have arrived, 


yet again, in investment management, and this time they are clearly reinforced with better data, 


faster processing speed, better algorithms, and a technological ecosystem that is more supportive 


of machine based trading and investment than in past incarnations. Artificial intelligence is 


certainly not new, but in this time both data and computational power are many magnitudes 


larger, which means that today’s algorithmic techniques have further reach than they have had in 


the past. So the question naturally arises how humans should adapt to not only survive but excel 


in the investment and trading game against machines. 


Even to the casual observer, there are many market events where it is hard to imagine any 


other actor(s) than a set of very intelligent machines and algorithms that are quickly learning 


from experience and reacting to market events even as their human counterparts wait to 


rationalize the events and market reaction to such events. Most participants were surprised by the 


increasingly counter-intuitive market reaction over the last few years to many geopolitical 


events. When the Brexit vote happened on June 24 2016, the equity markets initially sold off 
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hard, but then they rebounded over a couple of days. The surprise win of Donald Trump in the 


US elections on November 8, 2016 resulted in a limit down move in the US equity markets in the 


night session, but within a few hours the markets rebounded and made new record highs. The 


reaction and response to the North Korea Nuclear missile over Japan on September 14, 2017 


occurred over minutes. In January of 2018 equity markets globally went exponential, literally, as 


they rallied between 5 and 10% globally in a matter of weeks, and then in early February these 


same markets reversed and crashed almost 10% in a matter of days. This was accompanied by an 


almost instantaneous evaporation of liquidity in even the most liquid markets such as the E-Mini 


futures contracts on the S&P500, as electronic market makers severely reduced their market 


making activity. 


It is easy to look in the rear-view mirror and “explain” these events, rationalize their 


proximate cause and point fingers in retrospect. But it is not description, but anticipation and 


positioning that matters for investment success. Could investors have anticipated and possibly 


positioned for these market outcomes? Is there something fundamentally different in the way 


machines and humans think when investing and trading that should be explored and exploited by 


human investors? 


To answer this question, let us first look at a different domain where the emergence of 


technology has followed a pattern that might offer some clues to what is happening in investing. 


Aviation is a field where rapid financial innovation has played a parallel role. A human aviator 


in instrument meteorological conditions but without the requisite instrument rating has an 


average survival length of about three minutes. Human physiological adaptations that normally 


serve the purpose of maintaining balance can lead us to make mistakes that are fatal when we 


cannot see which side is up, i.e. inside clouds. As environmental conditions become less 
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forgiving and the need for the timely correct response becomes more critical, the dependence on 


technology becomes essential. At a typical altitude of 35,000 feet, where most modern jets fly, 


the time of useful consciousness under a rapid decompression is a few seconds. It is for this 


reason that at those altitudes, pilots are required to fly their aircraft under autopilots, which are 


essentially human algorithms combining software and mechanical servos. In the eventuality of 


cabin decompression, the aircraft’s computer is programmed to react in a pre-set way. In some 


modern aircraft this for example consists of a left hand 90 degree turn and a descent to an 


altitude where there is a higher oxygen density so that the pilot can regain consciousness and 


control. Due to the possibility of such “Tail Events”, the combination of machines and humans 


working together is still the de facto standard in aviation. 


So one important feature of the use of algorithms is the use of systems that respond quickly and 


automatically under a specific set of environmental conditions. But the ultimate decision making 


authority still resides with a human pilot. We understand intuitively that automation is great 


when the outcomes are predictable, but when a truly unknown event happens, where we do not 


have much prior data, human decision making is still likely to be superior than machines. The 


strength of humans is to evaluate scenarios and outcomes around extremely rare events, where 


statistical data is not sufficient to make conclusive, testable hypotheses. When the events are in 


the domain of normal expectation, machines will almost always learn to be superior to the human 


operator. When the events are somewhat unexpected but not rare, the machine might still learn to 


become better than the human operator. However, when events are truly rare and unexpected, 


and the consequences are significant, as the ones experienced during regime shifts, and market 


crashes, machines lose their edge, and a human is almost always, ex-ante, in a better position to 


make the correct decision. Why and how is the central purpose of this article. 
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1. Machines in Investment 
 


There are a number of reasons why in the most recent incarnation, the competition faced 


by humans from machines seems is more pressing. First, programming languages have become 


sufficiently advanced that they can operate at a high level of abstraction and most routine tasks 


are easily available as packages. These languages (MATLAB, Python, Mathematica, R) are 


extremely efficient at manipulating large amounts of data and performing statistical analyses that 


just a decade ago required massive computational resources, and all financial engineering 


programs equip their students with these tools as a routine part of their training. Second, data is 


widely and easily available, and much of this data is free, so there are no barriers to testing and 


simulating trading strategies. Third, execution costs have come down drastically, and combined 


with the ease of writing algorithms and manipulating data, many vendors provide “free” 


Application Programming Interfaces to hook up models to real time execution capabilities. 


Fourth, risk-management and optimization approaches have become much better understood, and 


can be coded into algorithms with relative ease. Fifth, due to the perception of better financial 


outcomes, many highly educated scientists and engineers have taken to investing and trading as 


their profession of choice. Finally, there is a resurgence in interest by the “do-it-yourself” public 


investor in investing due to the low cost of execution and aversion to paying managers. 


None of these factors are likely to reverse any time soon, so in the years to come there 


will be any need for the predominantly human investor? In the history of transportation, horses, 


once a necessity, became luxuries, and were replaced by automobiles. Is human driven investing 


destined to be relegated to the role of a luxury, while machine based investing takes care of the 
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necessity part? Before we can answer this question, we need to take a bird’s eye look at how 


machines and humans think, since that holds the key to this fundamental question. 


 
 


2. Do Machines Think “Different”? 
 
 


Consider the simple equation: 𝑦𝑦𝑦𝑦 = 𝑓𝑓𝑓𝑓(𝑥𝑥𝑥𝑥). In this equation the left hand-side is the output 
 
𝑦𝑦𝑦𝑦 and the right-hand side is the function or model 𝑓𝑓𝑓𝑓 that converts the input 𝑥𝑥𝑥𝑥 to the output. 


Humans are generally more interested in the model, i.e. the right hand side, while machines are 


more interested in the prediction or the result, or the left hand side. This is because humans like 


to explain, to make a coherent judgment of why things are the way they are. Machines don’t 


care how the results are achieved, as long as the predictions are close to what is realized. This is 


a subtle but fundamental difference in approach. An excellent example of the different way of 


“learning” is to think briefly about what addition means. For example, a machine can be taught 


to add two numbers without knowing anything about the rules of addition but by learning from a 


large number of examples of addition and applying pattern recognition. With only a small 


training set of input examples and pattern recognition, the machine might not even be able to get 


the sum of 1 plus 1, but with a lot of training examples, it can obtain the largest results correctly 


but without ever understanding the “traditional” rules of addition. 


From the perspective of a machine, if the accuracy of the prediction improves even due to 


a model without theoretical underpinnings, it is worth adopting the techniques that lead to the 


improvement in prediction and performance, ignorance of the “true” rules notwithstanding. 


As an example, consider the strategy of investing known as “Trend-Following”. While 


there is no widely accepted theoretical model for why trend following has shown centuries of 







8 


8 


 


 


favorable performance, an empirical analysis by even the most naïve machine that follows trend 


following is likely to reinforce trend following behavior. Reinforcement in machine learning 


works in the following way: at each step of learning, the machine is in a particular state, from 


which it can deviate by taking an action. By taking a sequence of actions, the machine reaches a 


final state. The actions themselves are determined by optimizing an internal “value” function 


specific to the problem at hand. For example, a particular value function could be that the action 


taken in any state should maximize the cumulative gain of the machine at some predetermined 


termination time. A machine that learns from a database of existing markets and by randomly 


playing this game against itself along many paths, will quickly reinforce trend following 


behavior. In fact, reinforcement learning tells the machine to do more of what it has been doing 


to succeed, rather than deviate from what has been working. Thus machines are more likely to 


amplify trend behavior, and if the market ecology evolves to a state where there are more 


machines than humans at every time scale, then we should expect to see more trending and 


“fatter and flatter” return distributions than we would expect to see if markets were mean 


reverting. 


In this example and others, the key to machine learning techniques is data, since data is 


what is required for machines to update and improve their response over time. As long as there 


is plentiful data on which an algorithm can train, a machine can begin to gain the type of rapid 


decision logic that is useful for it to good rapid predictions using relatively simple machine 


learning methods (see e.g. Bishop[2005] and Alpaydin[2016]). But this need for data also 


exposes machines to weaknesses, which human counterparts can exploit. Data is strength, but 


the lack of it can be the Achilles heel of machine learning and where human investing can 


maintain its edge. 
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3. Where Does Investment Edge Come From? 
 
 


Let us recall that the ability of human or machine to outperform in the inherently 


uncertain and “dangerous” environment of investing arises from four main categories of 


expertise: (1) Information, (2) Analytical Process, (3) Execution, (4) Risk Management. Note 


that to survive at 30,000 feet, a pilot and/or the instrumentation need to obtain accurate 


information about the environment (temperature, pressure, wind) and airplane (airspeed, 


configuration). A systematized process on how to operate, both in normal and emergency 


situations has to then be coded both into the computer and the pilot. The computer and the pilot 


have to execute and perform the tasks required effectively and without errors. Finally, if one of 


the systems fails or there is a situation that is out of the ordinary, the pilot and plane have to 


manage risk via redundancies and emergency procedures. As long as there is an array of sensors 


that can take accurate inputs and process them, the pilot is made largely redundant, since there is 


always an optimal response to a set of inputs. And the larger the data set, the more the errors can 


be corrected down towards zero. So the whole process of machine learning depends on data, and 


lots of it. 


Looking first at information and data as a source of investment edge, we can identify four 


main criteria for why certain pieces of information are superior to others. First, superior 


information is timely. Here, humans who interpret news by watching television, newspapers or 


even other private modes of communication are at a disadvantage to a well programmed news 


scraping and text recognition algorithm. Machines can process the same information faster, and 


they can do it simultaneously on many channels at the same time. They also do it in a consistent 
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manner in that the same information and the same background produces the same interpretation 


and reaction. Humans, however, can change their interpretation of the same information from 


period to period. For instance, in figure 1 below, which side is up? 1 


 
 
 


 
 


1 This is a picture of the meteor crater in Arizona. The bottom picture is the real crater. The top 
picture, which looks like a hill, is simply the bottom picture upside down. This picture illustrates the 
Bayesian nature of the human visual system, which assumes the prior that light is coming from the top. 
When this paper was presented at the JOIM Spring 2017 conference and the author asked the audience 
which side was up, only Harry Markowitz put up his hand and correctly identified that the bottom picture 
was the correct one. 







11 


11 


 


 


 


 
 


Figure 1: Which side is “Up”? 
 
 


Second, breadth of information is valuable. If we can find different sources of 


information that confirm or disprove a hypothesis (or in the Bayesian language create more 


refined updates of our priors), we are likely to make better judgments. Third, the information has 


to be deep. And finally, the information has to have applicability to investments, i.e. has to be 


relevant. 


Most of quantitative finance has focused on the second element of investment edge, i.e. 


on better estimation and forecasting methods. While historically the need for good analytical 


models was paramount due to relatively weak computational power, today the need for powerful 


closed form analytical solutions is less critical. With massive scale cheap computing, making 


simplifying assumptions such as continuity, normal distributions etc. which sacrifice accuracy to 


obtain speed put human investors at a disadvantage. In this context we can ask the existential 
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question whether we need any theoretical models to make better investment decisions.  In a 


world of almost unlimited computational power, a machine that can iterate across all possibilities 


much more rapidly and update its internal model while incorporating actual market imperfections 


can be as good as, or even better than a simplified theoretical model. 


Regarding execution, there are reasons to believe that machines have already acquired a 


substantial edge over humans. Machines don’t fatigue like humans do, and machines don’t 


change their minds based on a last minute whim, i.e. they are more disciplined in following an 


investment plan. Machines can also be optimized to minimize transactions costs, i.e. by splitting 


large orders into small orders, or waiting patiently round the clock on the bid or the offer, or 


sourcing liquidity from different venues. 


Finally, the risk management discipline has developed standard toolkits, such as 


measurement of volatility etc. which is easily translated into risk based rebalancing algorithms. 


Good risk management approaches (1) have good qualitative and quantitative underpinnings 


suited to the investment at hand, (2) are forward looking rather than just dictionaries of historical 


statistics and (3) allow the user to implement risk management actions in a clear and 


unambiguous way. Risk management done properly can be distilled down to simple rules and 


checklists and clearly machines are better at following checklists than humans are. 


How do these four elements that drive investment edge apply to the three primary 


investment paradigms that are being practiced today? 


The first paradigm of investing prevalent today is based on experts and expert knowledge 


of which a great example is global macro investing. A macro investor collects and gleans all the 


information about macroeconomic variables, politics, positioning etc. and makes a forecast of 


market direction in one or more asset classes. This approach, when successful, is based on 
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superior expertise in gaining information, converting that hopefully superior information into 


superior forecasts, and superior timing, of both entry and exit. As exemplified in Garry 


Kasparov’s recent book “Deep Thinking” (Kasparov[2017]), the chess grandmaster, similar to a 


successful macro investor wins by using both a deep ability of pattern recognition and by 


figuring out how specific types of events are likely to unfold to play well tactically. 


The second dominant approach to investing is algorithmic, and is what is generally 


referred to as “quant”. In such a style, the patterns of market inefficiency discovered by human 


investors are encapsulated into rules that the investor follows. This style of investing is 


“supervised” since humans design and update the rules which the machines implement. Trend 


following, risk-parity, volatility-targeting etc. are examples of algorithmic trading styles. While 


parameters and specific parts of the algorithms are different, the big ideas are broadly similar 


across implementations. 


The third broad paradigm that has seen a huge amount of interest from the professional 


investment community recently is “pure machine learning”. In this approach machines find 


patterns in market and economic data without human intervention. Techniques such as pattern 


recognition, neural networks, deep learning etc. discover variables of interest in the data via a 


battery of statistical approaches, rather than by humans defining variables of interest for them. 


This approach has been used in image recognition and language translation. When translating 


from language A (say French), to language B (say English), a machine teaches itself from a 


training set of words and phrases for which the accurate translation is known. Then, by iterating 


and correcting itself continuously, the machine can “learn” the rules and most of the exceptions. 


Since there are exceptions to general rules, say, when translating from French to English or vice 
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versa, the iterative learning creates a mapping that can supplement the raw rules with the 


appropriate exceptions as needed. 


To summarize, in each of the three approaches, the “edge” comes from repeatable 


patterns across the four dimensions using better information and data, better analytical process, 


better execution and better risk management. Whether one uses an expert system or a purely 


mechanical method is largely irrelevant, as long as there is demonstrable persistence of the edge. 


With different abilities and constraints of humans and machines on various dimensions, such as 


time horizons, type of investing, and instrument usage, it now makes sense now to look at the 


central idea in this paper – where and how can humans beat machines? 


 
 


4. How Can Humans Beat The Machines In Investment? 
 
 


The central idea behind this paper is very simple: where there is little or no data, humans have a 


chance to do better than machines. Thus, when markets are near regime shifts or inflection 


points, there is opportunity for human investors to beat their mechanical opponents, at least for a 


while until there is enough data so the machines can learn from it. But there is hope, since regime 


shifts are rarely similar in all their details and precursors. So here are a few ideas: 


 
 
Look for opportunities where there is little or no data: Since machine based investing obtains its 


dominance from the ability to gather, process, and even create large amounts of data, the most 


important change that a human looking to get some superiority over a machine is to look for 


investment opportunities where there is little or no data. No data means little statistics, hence a 


dearth of rules that can be very precise. For instance, we can look for domains where we expect 
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regime shifts to occur, so past data might not be a good precedent for learning for the future. 


However, the absence of data does not mean that probabilistic logic cannot be used. When data is 


sparse, probability is less about statistics and more about expressing degrees of belief (see Jaynes 


[2003]). Using Bayes rule, humans can still make reasonable forecasts and guesses where 


machines are unlikely to even want to participate. Numerous example of this appear whenever 


markets have a sharp change in regime and electronic market makers, who rely on algorithms, 


quit making markets, leaving the field wide open for human investors who can imagine 


outcomes that are not in the historical data. By following a decision tree, also known also as a 


Bayesian net, where each node is dependent on previous nodes and inherits a conditional 


probability table, a “model” of probabilities can be built. The user forecasts probabilities of each 


node and the connections between the nodes that flow logic. This approach provides the ability 


to perform sensitivity tests, scenario analyses, and even backward induction. 


 
 
Look for volatile markets: We can look at areas where markets are very volatile, and thus neither 


models nor statistics are dependable, even though there might be plenty of noisy data. A biased 


and underspecified model can actually have lower prediction error than a fully specified 


explanatory model when: either the data are very noisy (i.e. high standard deviation of 


observations), the coefficients on the excluded variables are small, the predictors are highly 


correlated, sample size is small, or the range of excluded variables is small (Wu et. al. [2007]). 


Humans thrive in uncertainty as long as they can create a coherent narrative out of it. Machines 


will naturally abhor uncertainty. So areas where there is a lot of uncertainty are a natural leveling 


field. However, participating in volatile markets also requires being extra careful in risk 
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management. More volatility means a larger risk of loss, and exposure to the consequences of 


tactical mistakes. 


 
 


Rely on Strategy instead of Tactics: The cutoff of where strategy ends and tactics begin is 


hard to pinpoint, but with the incredibly large amount of high frequency data that is being 


generated in the markets, it is not hard to see that at shorter time scales, humans have almost no 


edge over machines. In shorter time domains, machines will usually excel over humans since the 


investing “game” is largely tactical. Tactical trading also requires persistence in following rules, 


where the machine’s intrinsic physical resilience is a substantial edge over humans. Strategy 


requires planning, and humans have the ability to play out dominant or high-probability 


scenarios and their preferred reactions to contingencies. Machines have been limited in how 


much strategic thinking they can do, since accounting for each logical possibility requires a very 


large amount of computation and storage, and thus the computational horizon creates intrinsic 


limits. 


In practice, emphasizing strategy instead of tactics means dilating the time scale of investing. 
 
Instead of competing at high frequency or “trading” environment, humans compete best in 


markets where speed is largely irrelevant. At longer time scales, investment is more about 


harvesting premiums rather than capturing bid-offer spreads, so returns are a compensation for 


risk transfer. Another way to look at this is from the lens of the two styles of decision making: 


automatic or analytical. At small time scales, when decisions need to be made rapidly, there is 


usually no time to analyze all logical courses of action and then select the most optimal one. 


When there is more time to think, it is possible to be more analytical. Reflexive or tactical 


decision making that is required at smaller time horizons is predominantly an exercise in pattern 
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recognition. Machines are better are pattern recognition at shorter time scales and certainly 


faster at executing rapidly. By trading at shorter time scales, humans are pitting themselves 


against a much stronger opponent, who is essentially going to win the more times the game is 


played. As described vividly in Kasparov’s book, even before Deep Blue’s victory, there was a 


lesser known event where the machine beat the world champion in a game of “blitz chess”, 


where each player plays in a very limited amount of time. In general, to compete well, humans 


should replace trading with “investing”, which means a longer time scale where machines and 


humans have the same amount of data and there is no pressing need to make quick decisions. 


Or most of the time “to do nothing, but do it well”. 
 
 


Anticipate Regime Changes: A number of algorithmic strategies popular in the investment 


industry today can be traced to common drivers. Risk-Parity, Volatility Targeting, and Trend 


Following all are examples of “volatility contingent strategies” (Bhansali and Harris [2017]). 


The common element of these three strategies is that as volatility rises, the algorithm de-risks, 


and as volatility falls, the algorithm re-risks. An excellent discussion of the optimality conditions 


are in the paper by Giese(2012), which confirms that the optimal risk control strategy (in the 


sense of maximizing Sharpe ratio) is to have a volatility dependent weight 𝑤𝑤𝑤𝑤(𝜎𝜎𝜎𝜎) ∼ 1/𝜎𝜎𝜎𝜎2 , which 


most volatility targeting strategies follow. 


For example, Risk parity is an investment strategy that essentially normalizes the risks of various 


asset classes and equally weights according to their volatility contribution to the portfolio. At the 


most basic level, as the volatility of an asset class falls, its’ weighting in the portfolio increases 


proportionately. Another strategy that approaches portfolio construction from the angle of 


controlling risk is “volatility targeting”. The volatility targeting algorithm simply buys or sells 
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derivative contracts (predominantly equity index futures) in response to a target risk contribution. 


As volatility of the equity asset class falls, the weight to equity markets via derivatives increases. 


As volatility rises, the weight to equity futures is reduced or might even become negative. Yet 


another example is from trend following which implicitly targets volatility. As the volatility of 


an asset class falls, the weight of that asset (contingent on it being in trend) increases relative to 


other asset classes. There are also systematic volatility selling strategies that target a certain 


amount of “income” by selling options, which increase position sizing as volatility falls and 


decreasing position sizing as volatility rises. As we can see, these distinct risk driven investment 


approaches all behave as inverse volatility algorithms. The ecosystem of these strategies and 


their potential destabilizing influence is discussed in Bhansali and Harris [2017], and the recent 


volatility driven debacle of the inverse volatility ETFs XIV and SVXY which lost most of their 


value overnight could have been anticipated. 


 
 
In recent years, the popularity of these strategies also raised the implicit leverage and risks to 


equities in the market as implied equity volatility fell to new lows. This raises the specter of a 


sharp correlation between rising volatilities and divestment out of equities and all risk assets as a 


technical matter. 


 
 
Let us illustrate this with some calculations of the purest form of volatility selling, the option 


straddle. A straddle sells a call option and a put option simultaneously at the same strike and for 


the same expiration. To be very concrete, let us assume that this is a one year straddle on the 


S&P500. When option implied volatility is at 30%, the price of this one year straddle is 11.88%. 


The “delta” or rate of change of the option price with respect to the underlying is close to zero, 
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since the delta of the put and the call cancel out. However, and this will be important in a 


moment, the rate of change of the delta, or “gamma” is 5.32. In other words, the delta itself 


changes by 5.32 units if the underlying asset, in this case the S&P500, moves by 1% either way. 


When option implied volatility falls to 20%, which is close to the long term average for the 


S&P500, the price of the straddle falls from 11.88% to 7.88%, which is a 33% reduction of 


premium. In order to generate the same “yield” from option selling, the seller now has to sell 


33% more straddles. Now note that the gamma at this lower volatility increases from 5.32 to 


7.99. So for the same income, increasing the position size the total gamma is double what it was 


for the 30% volatility case, i.e. it is equal to 10.62. When volatility is at 10%, the price of the 


straddle falls from 7.88% to 3.94%, a 50% reduction in price. So to get the same income as in 


the 20% volatility case, a doubling of the notional sale of straddles is required. The gamma of the 


straddle at 10% volatility is 15.98, so with the doubled notional, the gamma of the equal yielding 


position is 32! Compare this to where we started. While the yield earned is the same due to 


increasing the notional proportionately to the reduction in premiums, the gamma has increased 


six fold! 


Next, assume that when volatility was 30%, a few investors (as in the aftermath of the financial 


crisis when volatility hit 50% or higher with almost 20% premium for the straddle) started a 


strategy of selling volatility. By the time volatility got to 30%, most of the investors who had 


gotten burned selling options had thrown in the towel, leaving a new crop of traders who saw 


how exciting and easy income was from selling options. Nothing brings in imitation like 


success, so by the time volatility got to 20%, most sophisticated investors are in the trade of 


selling volatility. By this time there is likely a three year or longer track record of making excess 


returns from selling options. 
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This naturally finds its way into the broader marketplace, and the financial industry obliges 


happily by creating products (e.g. XIV), that allow anyone to sell volatility by “buying” a 


security (the XIV sells volatility using the VIX futures, but the VIX futures themselves are the 


market’s forecast of implied volatility of options, so there is no fundamental difference between 


selling volatility through purchase of the XIV or by just selling straddles). Now everyone is in 


the volatility selling game. 


What happens next is rather forecastable. Remember that gamma increase of six fold? Here is 


how it comes into play. The market fluctuates like it always does. But whereas at high implied 


volatility there are fewer sellers of volatility, and the need to “hedge” is less (since gamma is 


lower), the market is not really exposed to the behavior of the hedgers. In contrast, when 


volatility is very low, and the market fluctuates, the six fold increase in sensitivity to the 


movements of the underlying along with the significantly larger number of participants can 


easily trip the markets into a cascade. Once the hedgers begin to hedge, the outstanding amount 


of hedge instruments might not be able to accommodate everyone’s needs, at least not with the 


same liquidity that they had been expecting. Ultimately the inability to hedge results in 


capitulation, which basically means buying back the short volatility positions from others, who 


have been waiting patiently, but at a much higher level of volatility.2 Anticipating these cycles 


and the dynamics that are likely to ensue can give human investors an edge over the longer 


horizon. 


 
 
 
 
 


2 This idea was discussed in early 2017 at the JOIM talk that formed the basis for this paper. In 
early 2018, a spike in the VIX resulted in XIV and SVXY, the two largest inverse volatility ETFs losing 
most of their value and as a consequence the XIV was shut-down by its sponsors. 
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5. Conclusions 
 
 


Data in its various forms is the lifeblood of the superiority of machines over human investors. 


Whether it is the availability of data, the computational power to turn the data into usable 


inferences, or to use the data to create speed of execution, the lack of data is the Achilles heel of 


machines that human investors can exploit. When there is the possibility of regime shifts and tail 


events, it is simply not possible for machines to confidently anticipate the behavior of a large 


number of investors. Human investors are able to use the methods of self-consistent Bayesian 


logic coupled with imagination to do relatively better. At the end of the day, the combination of 


speed and tactics from machines, and strategy and creativity from humans provides an essentially 


unbeatable combination in investing as it has in many other fields. 
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